
One-Minute Video Generation with Test-Time Training

Motivation

Transformers today still struggle to generate one-minute 

videos because self-attention layers are inefficient for long 

context. Alternatives such as Mamba layers struggle to 

produce coherent scenes because their hidden states are 

small and less expressive. 

We experiment with Test-Time Training (TTT) layers, 

whose hidden states themselves can be neural networks, 

therefore larger and more expressive.

TTT Layers

All RNN layers can be expressed as a hidden state that 

transitions according to an update rule. The key idea 

in [Sun et. al. 2024] is to make the hidden state itself a 

model with weights, and the update rule a gradient step 

on the self-supervised loss. 

Updating the hidden state on a test sequence is equivalent 

to training the model at test time. This process, known as 

test-time training (TTT), is programmed into TTT layers.
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Training & Inference Efficiency

For 63-second videos, inference with full attention would 

have taken 11x longer than local attention, and training 12x 

longer. TTT-MLP takes 2.5x and 3.8x respectively.

Human Evaluation

TTT layers generate much more coherent videos 

that tell complex stories, leading by 34 Elo points.

Project Website

Additional demo videos and code are available at:

.

Approach

At a high level, our approach simply adds TTT layers to a pre-trained Diffusion Transformer 

and fine-tunes it on long videos with text annotations. Every video is produced directly by the 

model in a single shot, without editing, stitching, or post-processing.
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